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Abstract

We present a semi-automatic 3D Facial Expression
Recognition system based on geometric facial information.
In this approach, the 3D facial meshes are first fitted to an
Annotated Face Model (AFM). Then, the Expressive Maps
are computed, which indicate the parts of the face that are
most expressive according to a particular geometric feature
(e.g., vertex coordinates, normals, and local curvature).
The Expressive Maps provide a way to analyze the geomet-
ric features in terms of their discriminative information and
their distribution along the face and allow the reduction of
the dimensionality of the input space to 2.5% of the original
size. Using the selected features a simple linear classifier
was trained and yielded a very competitive average recog-
nition rate of 90.4% when evaluated using ten-fold cross
validation on the publicly available BU-3DFE database.

1. Introduction

Emotion analysis based on facial expressions has re-
ceived a lot of attention because of its potential applications
in Human Computer Interaction. In recent years, the in-
terest on the development of automatic and semi-automatic
3D facial expression recognition (3D-FER) systems has in-
creased due to the availability of 3D databases and more
affordable 3D sensors. It has been shown that the 3D shape
of the human face contains very rich information and pro-
vides invariance against the factors that have severely hin-
dered similar analysis of 2D images, such as the variations
in head pose and illumination conditions. These properties
have been successfully exploited in the past to develop effi-
cient face recognition (FR) and FER systems [6][16][15].
Kakadiaris et al. [6] have successfully used an adaptive
deformable model approach [8] for FR. In this work, we
explore the possibility of incorporating diverse dense geo-
metric features for FER that result from model-based mesh
fitting algorithms (e.g., the vertex coordinates, vertex nor-
mals, and local curvature). One inherent difficulty is the re-
sulting high dimensionality of the mesh representation that
may contain a high number of vertices. However, the ex-
pressive information is concentrated along specific regions

of the face (e.g., the mouth), which may vary depending
on the specific geometric features under consideration (e.g.,
the coordinate or normal vectors at each vector). This idea
motivates the application of the feature selection framework
proposed by Ocegueda et al. [11] to define the Expressive
Maps which result in a dimensionality reduction technique
for dense geometric features and provide a way to analyze
them in terms of their discriminative information and their
distribution along the face. Our contributions are: (i) Devel-
opment of a method for mesh fitting under landmark con-
straints for facial meshes with strong facial expressions us-
ing only five facial landmarks; (ii) Extension of the feature
selection framework proposed by Ocegueda et al.[11] for
FER, from which we define the expressive maps, which in-
dicate the most important areas of the face for FER; (iii) A
systematic evaluation of the discriminatory power of differ-
ent dense geometric features for FER.

This paper is organized as follows. Previous work in this
field is discussed in Section 2. In Section 3, our mesh fit-
ting algorithm under landmark constraints is presented. In
Section 4, the dense geometric features that are used in this
study are defined. The Expressive Maps are introduced in
Section 5. In Section 6, the experimental results are pre-
sented.

2. Previous Work

Currently, the semi-automatic methods for 3D-FER use
a large set of manual annotations to generate features. The
methods for FER differ mainly in the type of features and
the classification method. One of the first attempts in this
regard was the work by Wang et al. [17]. In their method,
each vertex of the 3D scan was classified into one of 12 sur-
face labels based on local curvature information. To over-
come the need of a dense correspondence to obtain consis-
tent feature dimensions, they used 64 manually annotated
fiducial points to divide the face into seven expressive re-
gions and concatenated the normalized histograms of the
surface labels from each region to form the descriptor. They
reported an 83.6% average recognition performance us-
ing Linear Discriminant Analysis (LDA) on the BU-3DFE
database [18]. In their initial work, Soyel and Demirel
[14] presented a back-propagation neural network classi-
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fier using only six descriptive Euclidean distances between
11 key landmarks and reported an average recognition rate
of 91.3 %. Tang and Huang [16] presented a method for
feature selection based on maximizing the average relative
entropy of marginalized class-conditional feature distribu-
tions. Given a set of 83 manually annotated landmarks from
the BU-3DFE database, they applied their feature selection
algorithm to a complete pool of C83

2 normalized Euclidean
distances between the landmarks and used a regularized Ad-
aBoost algorithm with LDA as the weak classifier. In 2009,
Soyel and Demirel [15] proposed a method based on the dis-
tances between each pair of the of 83 landmarks provided
in the BU-3DFE database, yielding a set of feature vectors
of dimension 3,403. One way to achieve higher FER rates
in a fully automatic scenario, using the ideas of the semi-
automatic methods, is to minimize user intervention such
that the set of manually annotated landmarks can be realis-
tically substituted by an automatic landmark detector [12].
Being sparse in nature, distances between facial landmarks
are likely to be very sensitive to errors of an automatic land-
mark detector. Thus, systems that use a dense set of facial
features are expected to be more robust to errors made in the
landmark detection phase. In their initial work, Mpiperis et
al. [9] presented a model-based framework for establishing
correspondence among 3D point clouds of different faces.
They used the 83 manually annotated landmarks to guide
the fitting of their facial model and used the coordinates of
the mesh vertices as features in their FER system. In order
to reduce the dimensionality, they sequentially applied Prin-
cipal Component Analysis (PCA) and LDA. Finally, they
used particle swarm optimization (PSO) to discover a set
of rules for FER from the resulting five-dimensional fea-
tures. They reported an average recognition rate of 92.3%
in BU-3DFE. In a later work [10], they reported a bilinear
model for automatic simultaneous identity and expression
recognition with an average expression recognition perfor-
mance of 90.5% when evaluated on BU-3DFE (including
all intensity levels of expression). To the best of our knowl-
edge, this is the best performance reported on BU-3DFE
using an automatic FER algorithm. Recently, Huang et
al. [4] proposed to fit a parts-based facial model to the
3D face scans in order to obtain a one-to-one correspon-
dence between the vertices of the scans. Their fitting al-
gorithm is similar to the algorithm proposed by Schneider
et al. [13], but it is enhanced with additional processing
to obtain smoother fitted meshes. They reported an average
performance of 83.0 % on BU-3DFE using LDA on the fea-
ture vectors extracted from their fitted meshes. For a com-
plete review on the state of the art on 3D FER, the interested
reader is refered to the survey by Fang et al. [3].

Figure 1: Depiction of the 5 landmarks used in this work: 1) mid
upper lip, 2) right mouth corner, 3) left mouth corner, 4) mid lower
lip, and 5) chin tip.

3. Mesh fitting under landmark constraints

Our framework is based on the deformable model ap-
proach proposed by Kakadiaris et al. [6]. This approach
has been proven to be very effective for face recognition
purposes. According to that approach, a 3D facial mesh is
first rigidly aligned with an Annotated Face Model (AFM)
using Iterative Closest Point (ICP). Then, the AFM is elas-
tically deformed to fit the aligned input scan. As a result,
different 3D facial meshes can be brought into correspon-
dence and a direct comparison is made possible. While this
approach has shown its effectiveness in 3D face recognition,
it does not handle datasets with extreme facial deformations
very well. Also, although the shape of the fitted model may
be visually correct, it is not semantically correct (e.g., some
of the vertices in the mouth area are identified as part of
the chin as illustrated in Fig. 2). To overcome this limita-
tion, we enhanced the AFM with five facial landmarks (Fig.
1). We use these facial landmarks to guide the fitting pro-
cess by first deforming the AFM using the Thin-Plate Spline
(TPS) model proposed by Bookstein [1]. In other words,
the TPS warping serves as an initialization to the fitting
algorithm. The warping is constrained by the landmarks;
hence, it is able to deform the model to roughly match the
target surface. Then, the elastic deformation will take over
and drive the vertices of the AFM towards the target while
maintaining its overall smoothness. The fitting pipeline is
presented in Algorithm 1. The application of the TPS model
for 3D mesh registration was first proposed by Schneider et
al. [13]. However, instead of elastically deforming the ref-
erence model after the TPS warping step, they proposed a
re-sampling process. In the re-sampling process, each ver-
tex of the reference mesh is projected onto the input mesh
by intersecting its normal with the input surface. The main
limitation of that method is that the re-sampled mesh is not
smooth and it requires a post-processing step to repair the
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Figure 2: Left: Fitting result using the deformable model pro-
posed by Kakadiaris et al. [6]. Right: Fitting result using the
proposed framework.

regions where the projections of the reference vertices do
not exist. A similar approach was recently proposed by
Huang et al. [4]. In their work, they reported similar dif-
ficulties in their re-sampling process and proposed several
improvements to achieve a smoother mesh fitting result of
their parts-based facial model.

Algorithm 1 Mesh fitting using landmark constraints

Require: The AFM, X, annotated withK facial landmarks
Require: A 3D facial scan, Y annotated with the corre-

sponding K facial landmarks (in our implementation
K = 5)

1. Rigidly align Y to X using ICP (refined alignment
step)

2. Deform X so that its landmarks exactly match the cor-
responding landmarks of Y using the TPS model pro-
posed by Bookstein [1]

3. Deform X using the elastically adaptive deformable
model proposed by Kakadiaris et al. [6]

Output: Deformed AFM that fits the input scan

4. Geometric data representation
One of the most important properties of the AFM is its

UV parametrization, which allows the representation of the
3D mesh as a three-channel image: each vertex v of the
AFM is mapped to a pixel (iv, jv) of an image with an arbi-
trary resolution. The first, second and third channels corre-
spond to the x, y and z coordinates of the vertices, respec-
tively, which defines the “geometry image” of the mesh.
From the geometry image, any other geometric feature set
can be easily computed. In particular, the “normal image” is
constructed by computing the normal vector at each vertex.
The main advantage of representing the 3D mesh as a multi-
channel image is that it is possible to apply any image pro-
cessing technique directly to this representation of the mesh.
Kakadiaris et al. [6] extracted the full Walsh wavelet packet
decomposition from each band (x, y and z) of the geometry
and normal images to obtain a total of 512 wavelet packets

(256 corresponding to the geometry image and 256 corre-
sponding to the normal image) from which they obtained a
compact representation of the 3D mesh, which resulted in a
very efficient 3D FR system. In this work, we additionally
study the local curvature map in order to illustrate the gen-
erality of our framework, which can be easily extended to
incorporate useful features (either geometric or textural) to
further improve the recognition performance.

5. Expressive Maps

Aside from the rich information that is contained in a
dense set of features (e.g., geometry and normal maps) there
is the well known problem of the curse of dimensionality.
As pointed out recently by Le et al. [7], extracting the ge-
ometrical shape features at some important locations may
reduce the dimensionality while still keeping the represen-
tation robust. The geometry, normal and local curvature im-
ages are a dense set of geometric features with very high
dimensionality (256 × 256 × 3 = 196, 608 coefficients for
the normal and geometry images, and 256× 256 = 65, 536
coefficients for the curvature image). Therefore, a dimen-
sionality reduction technique must be applied to the set of
features. Ocegueda et al. [11] proposed a framework for
feature selection in scenarios in which the discriminative
information is distributed along smooth regions of a lat-
tice. In their work, the discriminative maps are computed
from the wavelet transform of the geometry and normal im-
ages obtaining the most discriminative areas of the face for
identity recognition. Notice that their framework cannot
be directly applied for FER because the areas of the fit-
ted elastically adaptive deformable model are not seman-
tically correct when strong facial expressions are present in
the data. We addressed this limitation using the facial land-
marks to guide the fitting process as described in Section
3. Ocegueda et al. [11] cast the problem of feature selec-
tion as a binary labeling problem where the labels {0, 1},
assigned to each vertex, represent discriminative and non-
discriminative vertices, respectively. After modeling the
binary field as a Markov Random Field, they showed that
the posterior marginal probabilities can be used for feature
scoring yielding a very efficient feature selection algorithm.
The posterior marginal probabilities {pv(b)|v ∈ V } defined
over the set of vertices V , represent the probability of each
vertex v being discriminative (pv(1)) or non-discriminative
(pv(0)) and can be estimated by minimizing the following
Gibbs Energy Function:

U(p) =
∑
v∈V

|pv − ĝv|2 + λ
∑

<u,v>

|pv − pu|2, (1)

where ĝv is the normalized likelihood of the training set at
vertex v. The likelihood is computed, assuming a Gaussian
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distribution of the features at each vertex, as:

gv(b) =

{ ∏N
i=1 φ(xiv; µ̂v, Σ̂v) b = 0∏
k

∏
i:yi=k φ(xiv; µ̂k

v , Σ̂
k
v) b = 1

, (2)

where φ(x, µ,Σ) is the normal density function with pa-
rameters µ,Σ evaluated at the feature vector x (e.g., φ is a
multivariate Normal density function of dimension 3 in the
case of normal and geometry images but φ is a univariate
Normal in the case of the curvature map). The estimators µ̂v

and Σ̂v are the between-class maximum likelihood estima-
tors of the mean and variance at vertex v, respectively, while
µ̂k
v and Σ̂k

v are the within-class maximum likelihood estima-
tors of the mean and the variance at vertex v, considering
only samples of class k (in our context, k ∈ {1, 2, ..., 6}
which represents each of the six facial expressions under
consideration). The parameter λ ≥ 0 is a regularization
parameter that controls the smoothness of the final proba-
bility field. As proposed by Ocegueda et al.[11] we obtain
the minimizer of this energy function using a Gauss-Seidel
iterative alorithm with the following update step for each
vertex v ∈ V :

pv(b) =
ĝv(b) + λ

∑
u∈Nv

pu(b)

1 + λ]Nv
, (3)

where ] denotes the cardinality operator andNv denotes the
set of neighboring vertices of v (]Nv denotes the number of
neighbors of v). After computing the marginal probabili-
ties, feature selection can be performed by simply applying
a threshold on the minimum probability for a vertex to be
considered expressive. In our experiments, the proportion γ
of vertices to be eliminated as non-expressive, was selected
[11].

6. Experiments
In the context of this paper, the function ∆(v) = p̂v(1)

defines the “expressive map”, which measures the proba-
bility of each vertex v being discriminative for FER. Fig-
ure 3 depicts the expressive maps using three different ge-
ometric features in the wavelet domain, the geometry, nor-
mal, and local curvature images. An advantage of using
Expressive Maps over other dimensionality reduction tech-
niques such as projection pursuit techniques [5] is that the
selection is easily interpretable in the context of our prob-
lem. For example, notice that in the case of the normal
map, only the coefficients corresponding to the mouth area
are consistently marked as expressive. After the features
were selected, a linear classifier using logistic regression
was trained, as proposed by Fan et al. [2]. For consistency
with most published semi-automatic FER systems, we used
only the two most expressive samples from each subject in
our experiments. In order to reduce the variations related

Anger Disgust Fear Joy Sadness Surprise
Anger (92.5±7.5)% (4.0±6.2)% (3.5±3.9)% 0 0 0

Disgust (9.0±6.6)% (85.0±6.7)% (4.5±4.1)% (1.5±2.3)% 0 0
Fear (7.5±5.6)% (6.5±6.3)% (75.5±8.8)% (10.5±9.3)% 0 0
Joy 0 (1.5±2.3)% (8.0±6.8)% (90.5±6.5)% 0 0

Sadness 0 0 0 0 100% 0
Surprise 0 0 0 (0.5±1.5)% (1.5±2.3)% (98.0±3.3)%

Table 1: Confusion matrix using the vertex coordinates as fea-
tures.

Anger Disgust Fear Joy Sadness Surprise
Anger (93.0±7.1)% (5.0±6.3)% (2.0±2.4)% 0 0 0

Disgust (7.5±7.5)% (80.5±10.3)% (8.0±8.4)% (3.5±4.5)% 0 (0.5±1.5)%
Fear (6.5±6.3)% (9.0±8.6)% (74.0±11.3)% (10.5±7.5)% 0 0
Joy 0 (1.0±2.0)% (8.0±7.4)% (91.0±8.0)% 0 0

Sadness 0 0 (1.0±2.0)% 0 (99.0±2.0)% 0
Surprise 0 0 (1.0±2.0)% (0.5±1.5)% (1.5±2.3)% (97.0±4.0)%

Table 2: Confusion matrix using the vertex normals as features.

Anger Disgust Fear Joy Sadness Surprise
Anger (89.0±9.7)% (6.0±5.8)% (3.5±3.9)% (1.5±2.3)% 0 0

Disgust (7.5±5.6)% (80.0±13.2)% (8.5±12.1)% (4.0±4.3)% 0 0
Fear (8.0±5.1)% (5.0±5.0)% (74.0±7.7)% (13.0±8.4)% 0 0
Joy (0.5±1.5)% (2.0±2.4)% (8.0±7.1)% (89.5±8.2)% 0 0

Sadness 0 0 0 0 (99.0±3.0)% (1.0±3.0)%
Surprise 0 0 0 0 (1.5±3.2)% (98.5±3.2)%

Table 3: Confustion matrix using the local curvature as features.

Feature type Signature size Average accuracy
Geometry 4,917 coeff. (2.5%) 90.4%
Normal 3,825 coeff. (1.9%) 89.4%

Curvature 1,639 coeff. (2.5%) 88.3%

Table 4: Signature size and average FER performance obtained
using different geometric features. The percentage of the original
size is shown in parenthesis in column 2.

to subject identity, the neutral expression mesh of each sub-
ject was used as reference, subtracting its feature vectors
from those of each expressive mesh. Figure 5 depicts the
average out-of-sample error, obtained using ten-fold cross-
validation, as a function of the hyper-parameters. In each
fold, 90 subjects were randomly selected for training and
the remaining 10 subjects were used for testing. Notice that
the regularization parameter consistently presents a higher
(positive) impact on the quality of the selected features es-
pecially for compact signatures (high values of γ) which in-
dicates the effectiveness of the expressive maps as a feature
selection technique using the three geometric features under
study. The confusion matrices obtained from the ten-fold
cross-validation evaluation using the geometry, normal and
curvature images are summarized in Tables 1,2 and 3, re-
spectively. Finally, in Table 4, we summarize the signature
size and the recognition performance obtained with each ge-
ometric feature.

7. Conclusion
In this paper, we have presented a 3D-FER system based

on geometric facial information. Specifically, we proposed
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(a)

(b)

(c)
Figure 3: Depiction of the Expressive maps according to three
different geometric features: (a) Geometry images, (b) Normal im-
ages, and (c) Local curvature images.

an extension of the mesh fitting algorithm developed by
Kakadiaris et al. [6] for facial meshes with strong facial ex-

(a)
Figure 4: Depiction of an Expressive map computed in the
wavelet domain mapped back to the 3D mesh. The mapping from
two wavelet packets computed from the geometry images is de-
picted (Fig. 3 (a)). Note that in most of the wavelet packets the
coefficients located along the mouth area are marked as “expres-
sive”.

(a)

(b)

(c)
Figure 5: Depiction of the out-of-sample error as a function of
the hyper-parameters obtained using different geometric features:
(a) Geometry images, (b) Normal images, and (c) Local curvature
images. The regularization parameter in the GMPM model [11]
improves the feature selection, especially for compact signatures.
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pressions which requires only five facial landmarks. Using
our mesh fitting algorithm we obtained a dense correspon-
dence between the 3D facial meshes from which we are able
to compute several geometric features which are already
in one-to-one correspondence. The UV-parametrization of
the AFM [6] is used to represent the facial features of the
3D mesh as a multi-channel image, from which the Walsh
wavelet packet decomposition is computed. In order to re-
duce the dimensionality of the dense set of wavelet coef-
ficients we proposed to use the expressive maps obtained
by applying the feature selection framework proposed by
Ocegueda et al. [11] (which is only possible after the 3D
meshes are semantically consistent). This allows us to re-
duce the dimensionality of the original feature space to
2.5% of its original size. An additional advantage of the
expressive maps is that they are directly interpretable in the
context of our problem. For example, we observed that
the information located along the mouth area is consistently
marked as “expressive”.
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